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CONSISTENT ESTIMATES OF DEFORMED ISOTROPIC GAUSSIAN
RANDOM FIELDS ON THE PLANE

By ETHAN ANDERES* AND SOURAV CHATTERJEE!
University of California at Berkeley

This paper proves fixed domain asymptotic results for estimating
a smooth invertible transformation f: R? — R? when observing the
deformed random field Z o f on a dense grid in a bounded simply
connected domain 2 where Z is assumed to be an isotropic Gaus-
sian random field on R?. The estimate, f, is constructed on a simply

connected domain U such that U C Q and is defined using ker-
nel smoothed quadratic variations, Bergman projections and results
from quasiconformal theory. We show under mild assumptions on the
random field Z and the deformation f that f — R f+c uniformly on
compact subsets of U with probability one as the grid spacing goes to
zero, where Ry is an unidentifiable rotation and c¢ is an unidentifiable
translation.

1. Introduction. The use of deformations to model nonstationary processes was first
introduced to the spatial statistics literature by Sampson and Guttorp [39]. Their work, as
well as that of subsequent authors (see for example, [40], [14], [36], [25])) consider estimating
the deformation f when observing a deformed random field Z o f at sparse observation
locations with independent replicates of the random field.

Two recent papers [11], [6] study a different problem: estimating a deformation f from
dense observations of a single realization of a deformed isotropic random field Z o f in
two dimensions. These deformed isotropic random fields provide a flexible semi-parametric
model of nonstationarity for random fields. In addition, this observation scenario is be-
coming increasingly important with the abundance of high resolution digital imagery and
remote sensing. One of the more recent motivations for the deformation model under the
one-realization observation scenario is gravitational lensing of the cosmic microwave back-
ground (CMB). The gravitational effect from intervening matter distort the CMB images to
produce deformed random field observations. In the hope of improving estimates of cosmo-
logical parameters and the mass distribution in the universe (including dark matter) there
is considerable interest in detecting and measuring the lensing of the CMB ([24], [42]).

*Supported in part by an NSF Postdoctoral Fellowship DMS-0503227.

fSupported in part by a Sloan Research Fellowship in Mathematics and NSF grant DMS-0707054.

AMS 2000 subject classifications: Primary 60G60, 62M30, 62M40; secondary 62G05

Keywords and phrases: Deformation, Quasiconformal Maps, Nonstationary Random Fields, Bergman
Space



E. ANDERES AND S. CHATTERJEE/DEFORMED RANDOM FIELDS 2

In this paper we establish a strong consistency result for the estimation of the deformation
f when observing Z o f on a dense grid in a bounded simply connected domain in R?, as
the grid spacing goes to zero. We first construct estimates of the complex dilatation and
log-scale of the map f (see Section 4) which converge uniformly on compact subsets of
the observation region with probability one. Then we construct a deformation estimate f
on a subset of the observation region which converges uniformly on compact subsets with
probability one. We show this result under mild assumptions on the map f and the two
dimensional isotropic random field Z.

Most attempts at recovering the deformation f from a single realization of Z o f rely
on estimating local properties of f, usually related to the Jacobian of f, from the local
behavior of the random field Z o f. Intuitively, the random field Zo f is locally stretched and
sheared by f, as determined by the Jacobian. One can clearly see the visual consequences
of this shear as seen in the left plot from Figure 1. When the random field Z is isotropic
the identification of all four parameters of the Jacobian becomes difficult from the local
behavior of Z o f. In particular, by decomposing the Jacobian matrix as UAVT (using
singular value decomposition so that U,V are orthogonal matrices and A is diagonal) the
rotation matrix U becomes particularly hard, if not impossible, to estimate when observing
Z o f in a small neighborhood. An important object for us is the complex dilatation and
log-scale of f, determined by the Jacobian (and defined in Section 4), which are invariant
under left multiplication of rotation matrices to the Jacobian. It is this invariance which
allows us to estimate these parameters under the isotropy assumption for Z.

Guyon and Perrin [22] tackle the problem of developing consistent estimates of deforma-
tions in two dimensions and succeed in proving consistency within a subclass of deformations
when observing random fields that are stationary but not isotropic. The subclass of defor-
mations, however, is restrictive. In particular, it is not closed under post composition with
rotations which, in some sense, removes some complications for estimating the Jacobian
generated by general deformations that can locally twist as well as stretch. On the other
hand, Anderes and Stein [6] consider a large, nonparametric class of deformations. How-
ever, their results are methodological in nature and do not provide proofs of consistency.
This paper contributes to bridging the gap between these two papers by considering the
same flexible class of nonparametric deformations as in [6] while proving consistency for
the estimated deformation as in [22]. For further references on densely observed deformed
random fields see, [10], [35], [31], [34], [20], [37].

In this paper we use kernel smoothed directional quadratic variations to estimate local
properties of f which are used to construct an estimate f of f. We establish sufficient
conditions on the rate of bandwidth decay, in relation to the grid spacing, for strong uniform
convergence of the kernel smoothed quadratic variations. There is a significant amount of
literature studying the convergence of quadratic variations (see for example [32], [7], [19],
[16], [27], [9], [43],[1], [8], [21], [12], [26]). One of the crucial inequalities used in many of
the recent convergence results is the Hanson and Wright bound for quadratic forms [23].
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Indeed, we also depend heavily on this bound, and use it to establish Claim 2 in Section
3.2, which in turn gives uniform convergence on compact subsets for the estimated complex
dilatation and log-scale and ultimately the convergence of the estimated deformation.

The kernel smoothed quadratic variations used in this paper are based on second order
increments of the deformed process. Second order increments—rather than first order—
are used in equation (4) to obtain sufficient spatial de-correlation for uniform convergence.
Using higher order increments for quadratic variations is not new. They have been used in
[26] and [8] for identification of a local fractional index and in [13] to identify the singularity
function of a fractional process. The heuristic is that by increasing the order of increment,
one can increase the rate of decay of the variance of the quadratic variation. However, this
rate improvement holds only to a point after which additional increments no longer improves
the situation. The interaction between the number of increments, the fractional index of
the random field, and the dimension of the domain of the random field is investigated in
Chapter 3 of [4].

One of the main theoretical tools we use in this paper is the theory of quasiconformal
maps. We believe this paper demonstrates how quasiconformal theory can provide a flexible
theoretical framework for estimating smooth invertible transformations whereby making
these objects available to statisticians for modeling a diverse range of physical phenomena.
In two dimensions, an important object in the theory of quasiconformal maps is the complex
dilatation p: Q@ — D (here Q is the observation region for Z o f, and D is the unit disk
in the complex plane). A more detailed discussion of the complex dilatation is presented
in Section 4. Besides characterizing quasiconformal maps up to post composition with
conformal maps, the complex dilatation, u, has two other useful properties. First, u can be
interpreted as measuring the ellipticity and inclination of the local ellipse which gets mapped
to a local circle under the quasiconformal map which it characterizes. This is important to
us for developing estimates of p locally from Z o f. Second, the only requirement on p is
measurability and ||u||cc < 1. In other words, it suffices to measurably assign eccentricity
and inclinations of local infinitesimal ellipses and by keeping the eccentricity bounded there
is a quasiconformal map which send these infinitesimal ellipses to circles (unique up to post
composition with conformal maps). This property allows us to find a smooth invertible
transformation that corresponds to the estimated complex dilatation.

The other object we use for estimating f is the log-scale 7 := log |0f|. We will discuss
both i and 7 in detail later, however it is worth while to notice that p and 7 provide enough
information to uniquely specify the map f up to an overall rotation and translation. As
we will see, one of the difficulties with 7, as compared to u, is that 7 lies in a complicated
subspace of functions mapping R? to R. This is where we employ the Bergman projection
as a tool to overcome the restrictive nature of the log-scale parameter 7.

Figure 2 illustrates the estimates 1 and |[0f| from the simulation shown in Figure 1.
These are obtained by convolving the second order quadratic increments with a Gaussian
smoothing kernel and transforming these smoothed increments as discussed in Section 4.
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Fi1G 1. Left: One realization of a deformed isotropic random field. Right: The recovered isotropic random
field using the estimated deformation from Figure 3.

An estimated deformation f corresponding to ji and ]5]?\ is show in Figure 3 (left) along
with the true deformation (right). The image shown in Figure 1 (right) shows Z o f o 1
which “unwinds” the deformed process in an attempt at recovering the isotropic process
Z. Note: the deformation f in Figure 3 is constructed using methods from both this paper
and from [6]. To be explicit, all the estimation methods from this paper are used for f with
the exception of the Bergman projection where the methods from [6] were used. The reason
is that the computational techniques are not yet developed, to the authors’ knowledge, for
accurate approximation of the Bergman projection used in constructing f . However, since
the Bergman space is a reproducing kernel Hilbert space, there is potential for accurate
approximation with using spline methodology.

There are three main parts to this paper. Section 2 discusses the assumptions on Z
and the smooth invertible map f. In Section 3 we show that kernel smoothed directional
quadratic variations converge uniformly on compact subsets with probability one. These
directional quadratic variations are then used, in Section 4, to get estimates fi and 7 :=
log |0f]. Finally, in Section 5 we show how to convert fi and 7 to an estimated map f on
simply connected subsets U such that U C Q, and show that f converges to f uniformly
on compact subsets of U with probability one.

2. The random field Z and the map f. In this section we list our assumptions
on the isotropic random field Z and the smooth invertible transformation f. This section
starts with a brief discussion of our assumptions on the autocovariance function of Z. Then
a detailed discussion follows on our assumptions for the smooth invertible transformation
f: R? - R2.

We require the following three conditions on the isotropic random field Z:
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F1a 2. The estimated dilatation fi (left) and scale \Eﬂ (right) using kernel smoothed second order directional
increments and the results of Section 4.

R1. Z is a constant mean Gaussian process on R? with autocovariance R(|t — s|) =
cov(Z(t), Z(s)).

R2. R(|t]) = R(0) — [t|* + o(|t|*T7), as [t| — 0 for some 0 < a < 2, v > 0.

R3. Ris C* away from the origin and there exists a ¢ > 0 such that |R® (t)| < ¢t** for
all sufficiently small ¢t > 0.

The assumption R2 establishes the local quadratic variation behavior of the process Z to
be similar to that of a fractional Brownian sheet with Hurst index «/2. Informally, the
assumption R3 ensures that the second order increments of Z have spatial de-correlation
like that of a fractional Brownian sheet. Remark 1: Most of the following results can be
extended, with some additional technical assumptions, to a larger class of autocovariance
functions by replacing the principle term [¢t|* in R2 with L(|t])[¢t|¥, where L is a slowly
varying function at 0. The main difference is that the quadratic variation process defined
in equation (4) below will need to be normalized by n~*L(1/n) instead of n=%. Remark 2:
The class of autocovariances satisfying R2-R3 encompasses a broad range of random fields
that are continuous but not differentiable. Examples include the Matern autocovariance
function with smoothness parameter 0 < v < 1 (see [41], [33], [45]) and the exponential
family exp(—c|t|*) where a € (0,2). One way to extend our results to random fields with
higher order differentiability is to use quadratic variations of higher order increments of the
deformed random field to obtain sufficient spatial de-correlation. In the interest of space we
only prove results for the non-differentiable case.

Our basic assumption on the smooth invertible map f is that there exists a local affine
approximation. In particular,

(1) f(t+h) = f(t) + Jfh + o(|h])

where ij = (g{; (t)) is the Jacobian of the map f at t. This local linear behavior is
i
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Fi1G 3. Left: The estimated deformation recovered from the estimated dilatation and scale shown in Figure

2. The deformation was constructed from the estimated dilatation and scale using methods outlined in [6].
Right: The true deformation f.

important since we don’t have replicates of the deformed random field Z o f and therefore
most of the statistical information is contained in the local variation of the process Z o f.
When f behaves locally like the Jacobian matrix transformation, the distribution of the
random field Z o f(t + h), as h varies in a small neighborhood of the origin for a fixed ¢,
behaves similar to that of Z (theh). Therefore one can hope to estimate parameters of the
Jacobian ij using the local quadratic variation of one realization of the process Z o f near
t. Of course, higher order terms in a Taylor expansion may also be estimated; however,
presumably these require smaller neighborhoods for accurate estimation.

In addition to the local affine behavior of f we will need extra smoothness conditions.
We discuss three notions of differentiability for a map f: U — V between planer open

subsets U, V: Fréchet, Gateaux, and C'(U). For a point &g € U, f is said to be Géateaux
differentiable at xg in the direction h if the limit

lim f(xo + €h) — f(xo)

e—0 €

exists. A stronger notion of differentiability is Fréchet differentiable. The map f is said to

be Fréchet differentiable at xq if there exits a continuous linear map, T: R?> — R?, such
that

f(@o+h) — f(xo) = T(h) + o(|h|).

If such a T exists and f has continuous partial derivatives then T is the map corresponding
to left multiplication by the Jacobian matrix JJTO. Clearly, if a function f is Fréchet dif-

ferentiable at x(, then it’s Gateaux differentiable at &g and the Gateaux derivative in the

direction h is equal to J}”Oh.
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The third notion of differentiability, C'(U), is satisfied if the partials gg L exist and
are continuous on U. This notion of differentiability is different in that it is Jnot defined
pointwise. The reason for this is that there is not much one can say about the local behavior
near x( of a function where the partials exist. In fact, it may be neither Fréchet nor Gateaux
differentiable. If, however, we require the partials ng; to exits and be continuous on U, this

is enough to imply Fréchet differentiability at all points in U. Even more is true: f is C1(U)
if and only if & — Jf is continuous as a mapping from U into the space of continuous linear
functions on R? (8.9.1 from [15]).

Define the class of C''(U) diffeomorphisms to be the set of all continuous invertible maps
f: U — R? such that f is C1(U) and f~!is C1(V) where V = f(U) is the range of f. By
the Inverse Function Theorem, necessary and sufficient conditions are that f be invertible,
CY(U) and det J; # 0. We write C! as short for C!(R?). Now every C! diffeomorphism is
Fréchet differentiable and so there is a Jacobian matrix JJ’E such that

f(t+h) = f(t) + Jth + o(|h|).

Moreover, the directional derivative in the direction #, denoted 0y f, is J}ug where ug =
(cos@,sinb).

In the following paper we will restrict the definition of C! diffeomorphisms to have
det Jy > 0 on R?, which characterizes the diffeomorphism to be orientation preserving.
In some sense this is a trivial restriction since when f is a C! diffeomorphism, either
det J; > 0 everywhere or det J; < 0 everywhere. These are referred to as orientation-
preserving and orientation-reversing respectively (see page 10 of [30]). Finally define C"(U)
diffeomorphisms to be the C'(U) diffeomorphisms with order r continuous mixed partials.

We list some consequences of a C? diffeomorphic assumption on f which we use in the
following proofs.

D1. f is a quasiconformal map on bounded simply connected domains (see the appendix
of [5] for a definition of quasiconformal maps).

D2. supycq ’w — J]tch‘ — 0 as € — 0 for every compact set ©.

D3. For any vector h # 0 and compact set © there exists a constant ¢ such that |6,(L2’2)R(| f(s)—

F@®)])| < cls — />~ for all s,t € © such that s # t. Note: R and « are defined in

assumptions R1-R3 and 8,(3’2) is defined in the next section.

Dj. For every compact subset © there exists constants c1, ¢z > 0 such that c1|h| < |JFh| <
ca|h| for all h and all x € ©.
D5. |J}§h|°‘ is Holder continuous in ¢t € © for any h and compact set ©.

Note: D3, D4 and D5 are the only statements that depend on the extra C? assump-
tion rather than the C'. The proofs of D1-Dj for C? diffeomorphisms are included in the
Appendix of [5]. Notice that D5 follows from D4 and the fact that J; has C! components.
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3. Kernel smoothed squared increments. In this section we study the convergence
of the kernel smoothed squared increments of the deformed process Y(x) := Z o f(x)
observed on some dense grid in a bounded simply connected open subset Q C R2. The
asymptotic regime we consider is as the grid spacing goes to zero and the region () stays
fixed, sometimes called infill asymptotics.

For a fixed nonzero vector h € R? let

ARY (t) =Y (t+h) = Y(t)
ARY (t) := AR ARTIY (1).

If t is near 0f2, computing A}’ may require observing Y outside of ). Therefore we will
suppose that we observe Y on () plus some points within a small distance from the boundary
0. Now, for a function of two variables F'(s,t) let A;Lm’n)F(s,t) = AP'A} F(s,t) where
AP acts on the variable s and A}, acts on the variable t. Define dp, := h - V to be the
directional derivative in the direction h and 8,(Lm’n)F (s,t) := Op'Op F (s, t) where Op' acts on
the variable s and 0}, acts on t. The following notation will be used throughout this paper

(2) g(t) := (8 = 2°"1)|J¢h|*
(3) Q, :=Qn{Z*/n}

i.e.Q, is the grid of spacing 1/n in .

Here is a summary of the results of this section. First we show Lemma 1 which estab-
lishes that E(Ai/nY(t))2 ~ n~%g(t). Motivated by this lemma we estimate g(t) by locally
averaging the squared increments (A7 /nY('w))2 /n~% for the points w near t then show that
there is enough spatial decorrelation for convergence. To this end, define B, 3(t) : @ — R
as follows

w — A7 Y (w))?
(4) Buy(t) ;:# > K( : t)( b ())*

—x
'UJEQn n

Here, K is a convolution kernel satisfying certain conditions stated below. This section then
culminates with Theorems 4 and 5 concerning the uniform convergence of B,, ; and 0,5, 1
for some u # 0. In particular, Theorem 4 shows that under appropriate conditions,

sup|Bpp(t) — g(t)] — 0, w.p.l
tcO

asn — 00, b — 0, and n='b™3 — 0 for all compact sets © C €. Theorem 5 shows that
with some additional smoothness assumptions and n~'6=% — 0 the directional derivatives
OuBnp converge uniformly on compact subsets w.p.1 to 0yg.
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3.1. Assumptions on K and 2. The assumptions on K are as follows:

K1. K has bounded, continuous first and second order mixed partial derivatives.
K2. [[ K(x)de =1 and [[ |z|K(x)dx < cc.

Notice these assumptions imply that K is Riemann integrable, K and the first partials of
K are Holder continuous. Finally we assume:

0O1. Q is a bounded simply connected domain of R?.

Notice this assumption ensures that the number of points in ©,, is of order n?.

3.2. Strong convergence of By and 0yBy . For the remainder of this section let Y :=
Z o f, By be defined as in (4), g defined as in (2), €2, defined as in (3) and set Xy :=
By, 4(t) —EB;, 3(t). In the following, ‘universal constant’ means any constant which does not
depend on n, b, O, or the process (X¢)tco-

LEMMA 1. Suppose R1-R2, O1 and f is a C? diffeomorphism. Then

E(Ath(t))2

sup | =L g5y 0

teQ

as € | oo.

PROOF. By assumption R2 we can write R(|t|) = R(0) — [¢t|* + r(|t|]) where r(|t]) =
o(|t|]**7) as |t| — 0. Write E(A?,LY(tO))2 for ty € Q as a sum of two terms

E(A2,Y (%)) = Agf){cov(Y(s), Y(t))} vey, =0T
where
(5) h=8G0 {1 - rwly
(6) %o = AL r(f(s) — e},

Write the increment operator Azh as a linear filter so that its action on a function Q: R? —
R can be expressed as A2,Q(t) = 23_, d;Q(t + es;) where d; = (—1)%77 (3) and s; = jh.
Now the first term can be computed as follows

2
(7) Ji/e® = — Z didj | f(to +€s;) — f(to +es;)|* /e
ij=0
2
(8) = — Z didj ’J;O(si — Sj)‘ + 0(1)

t,j=0
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where 0(1) — 0 uniformly over ¢y € Q as € — 0 by D2 and D/.
Similarly the second term can be computed as

r(|f(to + €si) — f(to + €s;)])

60(

9) Jo/e* = Z dd

4,5=0

where sup, . [r(|f(to + €si) — f(to + €s;)|)/€*| converges to zero by R2, D2 and DJ.
Combining terms J; and Jo we get

E(AY (t))?/e* — — Z did;| TP (s; — )|
1,j=0

uniformly for tg € Q. This completes the proof since — Z?J:O d;id; ]J]’fo (si—sj)|* =g(ty). O

LEMMA 2. Suppose RI-R3, O1 and f is a C? diffeomorphism. Then there exists a
constant ¢ > 0 such that

— a—4
[EAL WY ()AL, Y ()] < en™[t — s
for all s, t € Q such that |s — t| > |3h/n|.
ProOOF. The idea is that
EA}, Y (£)AF,,Y ()] = AR R(f(s) - F(B)))]
~ |n~ 0P R(1f () ~ F B
< enYs -t

To make this precise let F(s,t) := cov(Y(s),Y(t)) = R(|f(s) — f(¢)|) and H be the 2 by 2
matrix with each column h/n. Then

[EA}, Y (£)A},,Y (s)| = |AL2 F(s, t)]
/

n=4 / / 8,(12’2)F(3+H£,t+Hn)d£dn‘
0.1 /0,112

<em™ [ [ Js—t+ HE )| dgdn
[0,1] J[0,1]?
a—4
< con? sup s—t+h(§1+§2—?71—772)/n‘
n.£€[0,1]?

4 a—4
=con~ " sup ‘s—t+2h7/n‘
—1<r<1

< c3n s —t|** when |s —t| > [3h/n|.
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Notice that the above proof requires that ]8,(12’2)F(s, t)| < c1|s — t|** which is why we
need D3. O

CLAIM 1. Suppose R1-R3, K1-K2, O1 and f is a C? diffeomorphism. Then

gg@p!E(Bn,ba)) —g(t) =0

for all compact subsets © C Q asn — 00, b— 0 and n~1b=3 = o(1) .

PROOF. First let g, (w) := n‘“E(Ai/nY('w))2 for w € Q. We show

E(Bus(®) = 5 X K () m(w)

'wGQn

— i 2 K (M) gw) + e

’LUEQn

1 x—1
_bz//QK<b) g(x)dx +err +er

=g(t)+err+emr+er.

where e = o(1), e;; = O(n~'b73) and e;;; = o(1) uniformly on compact subsets of Q as
n— 00, b— 0, and n 1673 — 0.

To show the results about e; and e;; we need to control the error when approximating
Riemann integrals of Holder continuous functions on €2 by Riemann sums on 2,. This
error is bounded by the difference between the upper and lower Riemann sums which is
bounded by agan~! where a is the Holder constant of the function and agq is a constant
only depending on the region . To show e; = o(1) and e;; = O(n~1b~3) uniformly for
t € © we will use the fact that b=2K((- — t)/b) is Holder continuous with Holder constant
cb~3 for some constant c.

To show ey = o(1) fix some compact subset © C Q and notice that

i 2 K15 lgatw) — gtw)

'u}EQn

(sup an(ew) — gt (nlb Py (“’b‘t)) .

The term sup, g |9n(w) — g(w)| — 0 by Lemma 1. Now by the comments in the previ-
ous paragraph the Riemann sum ﬁ Swea, K| (%2) is approximately b=2 [ |K|((@ —
t)/b)dx (which is bounded) with error O(n=1b=3). Therefore e¢; — 0 as n — 0o, b — 0 and
n~th=3 — 0.

ler]

IA
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Similarly, to show e;; = O(n~'b~3) we notice that the Hélder continuity of K and g are
sufficient for the Riemann sums of b 2K ((- —t)/b)g(-) to converge to the Riemann integral
with an error e;; = O(n~'b~3) uniformly in ¢ € ©.

Finally to show e;;; = o(1) we need that

5 [ (mt) dm_//Q () gltw -ty — g0

as b — 0 uniformly in ¢ € ©. Here we use the Holder continuity of g and assumption K2.
Notice that the error term ej;; does not converge to zero uniformly in ¢ € 2. This is why
we can only show the result uniformly on compacts instead of uniformly on €. O

In what follows we will not only show convergence results about By, ;(t) but also 0., By, (1),
and By, y(t) — By (s) all of which have the form

(10) = n YT (AR Y (D)%
1€Qy,

where X; may depend on t, s € €2, and the bandwidth parameter b.

CLAIM 2. Let Q, be defined as in (10). Suppose R1-R3, O1 and f is a C? diffeomor-
phism. In addition suppose there exists a function G(t,s,b) such that |X;| < G(t,s,b) for
all s,t € Q0 and b in a neighborhood of the origin. Then for all € > 0, b sufficiently small
and n sufficiently large

P“Qn — EQn‘ > e} < c¢1 exp <_

coen? N cze?n?
G(t,s,b)  G(t,s,b)?

where c1, co, c3 are universal constants.

ProOOF. Writing K; = in — X, we get the decomposition @, = QL — Q2 where

Q}z =nT 2 Z Ah/n 29<+

1€Qn

Q2 1= n2 3 (AR, Y ()

1€Qy

Therefore
P(Qn—EQu| 2 o <P (1} —EQL > £) +P (@2 —EQ2 > ).

First we find a bound for P (|Q;, — EQ}| > §). Let AY be the column vector with elements
n®27IA2 Y (@)K for i € Qn, where K;/? = (X7)V/2 Let ¥ = EAYAYT be the
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covariance matrix for AY so that QL = AYTAY 2 WTSW where W is a vector of iid
standard Gaussian random variables. Also let 3(%,7) denote the matrix entries of 3 for
1,7 € Q.

Using the bound on quadratic forms for Gaussian random variables found in Hanson and
Wright [23] we now get

P{IWTSW — EWTSW| > | < 2exp (— ac_ o . )
HzabsHQ HzabsHF

where || - |2 and || - || are the spectral and Frobenius matrix norms respectively and 3,ps
is the matrix with elements |X(2, )| for 4,7 € Q,,. Now

+/290+/2
2(2,9)| = 5= —[EAL Y ()AL, (7))

n2—o¢
+/2q,+/2
K]

—4 - la—4
<c3 " i — 7]

for all |¢ — j| > [3h/n| by Lemma 2. By assumption |5Ki+/29<;.r/2| < G(t,s,b). Therefore for
all ¢,7 € Q,, such that |i — j| > [3h/n|
(11) 124, §)| < e3 G(t, 8,b) n* 05 — |*

To finish the proof we show ||Zus/|% = O(|G(t, 3,b)>n™2) and || Zaps|l2 = O(|G(t, s,b)|n"?)
uniformly for all ¢, s € 2, b sufficiently small, and n sufficiently large.
To show the bound for ||X,s]|% notice

Yo o252 Y S5 +AEG6 M Y ati— gt

1,J€Q li—3|<|3h/n| |i—3|>|3h/n|
_* Z E(’i,j)2 + Cg G2n2a—80(n—2a+6)
li—3|<I3h/n|

= 0(n2G?) + O(n2G?).

where the last equality is because |%(3, §)| < max; 3(4,4) = O(n2G(t, s,b)), by Lemma 1.
To get =* there are some technical difficulties but the heuristic is when 0 < o < 2

Z n~ti— 2% < 04/ |z |?* 8 da
{

li—g]>|3Rh/n] 1/n<|x|<1}

1
205/ 2= dr
1/n

_ O(n72a+6)‘
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For the full details see [4], Lemma 3, page 41. Finally, to show the bound for ||X,s/|2 notice
that

HzabsHQ < ?EI%X Z ‘2(27.7)’

"3€Qm
- i — 41"
S?el%)j > ’2(%.7)‘4‘03(;?613)( > —a— by (11)
li—3|<[3h/n| "i—j|>|3h/n|

-2 a—4 -2 s a—4
=0(n “G) +c3Gn max Z n= i —j|
[i=3|>[3h/n]
= 0(n*G) + O(n%G)

where the last equality uses the fact that 0 < a < 2.
This establishes the desired bound for P (|Q}, — EQ;| > §). The result for P (|Q2 — EQZ%| > §)
is exactly similar. This completes the proof. O

COROLLARY 1. Fiz a point ty € Q, suppose RI-R3, O1 and let f be a C? diffeomor-
phism. If K is bounded then

|Bpp(to) — EBnp(to)| == 0

asn — 00, b— 0 and n~'b2 = O(n=P) for some 3 > 0.

PROOF. This follows by Claim 2 and Borel-Cantelli using K; = 75 K (%) and G(t, s,b) =
b2 K oo O

COROLLARY 2. Fiz a point ty € Q, suppose R1-R3, O1 and let f be a C? diffeomor-
phism. If K has continuous partial derivatives and u # 0 then

|0uBy p(to) — EOuBp(to)| =50

asn — 00, b— 0 and n~'b3 = O(n=P) for some 3 > 0.

b3
G(t, 5,b) = b3]0uK]|oo- O

PROOF. This follows by Claim 2 and Borel-Cantelli using %; = 5(9uK) (5%) and

The following corollary will be used for the uniform convergence of B to g in the next
subsection. Remember that Xy is defined as B,, ,(t) — EB,, 5(t).
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COROLLARY 3. Fizx a point ty € Q, suppose RI-R3, O1 and let f be a C? diffeomor-
phism. If K is Hélder continuous then

273 216

coen“b c3€“n“b

12 P(IX: —Xs| >e) < - A
(12) (1Xe s|—€)—cleXp< it — s |t—s|2>

were c1,Cy, c3 are universal constants.

Proor. First write Xy — X in the form Q,, — EQ, where Q,, := By, 4(t) — By, 4(s). Then
the corollary follows by Claim 2 using

1 t—1 1 s—1
K= K(— )~k (20
R (50) e ()
so that |K;| < cb™3|s — t| for some Holder constant ¢ > 0. O

3.3. Uniform Convergence of By and 0By . In this subsection we use the results
from the previous section to establish the uniform convergence of By, ; and the directional
derivative 0, By, ; on compact subsets of the observation region €. These results are then
used to establish consistent estimators of the complex dilatation p and log-scale 7 of the
diffeomorphism f in Section 4.

LEMMA 3. For any b > 0 and a > e, we have

/( btAl)dt<2,/ﬂ ad/ dt<2b§a.
0

PROOF. Given b >0 and a > e, let v = /b~ loga. Then

/ (ae*bt A1)dt = 7+/ ae " dt
0
< 'y+/ ae " dt

<2y (sincea>e = v >1/2by).

Similarly, putting v = b~ loga,
/ (ae_t/\l)dtzu—l—/ ae_tdtzy—i—ggQV.
0 v

This completes the proof of the lemma. O
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LEMMA 4. Let © be a compact subset of ). Suppose the assumptions in Corollary 3. Let
ti,....tm and s1,. .., Sy, be arbitrary points in ©, where m > 2. Let M = maxj<ij<pm | X, —
Xs,;| and § = maxi<i<m |t; — si|. Then for any r > 0,

2b3 2 2b6
P(M >r) < cimexp (— 027’? ) + clmexp(_ci"rdg)’

where c1, co, and c3 are universal constants.

Proor. By Corollary 3, for each 7 > 0 and ¢, s € O,

corn?b3 03r2n2b6>

P(|Xe — Xs| >7) < exp(—

|t — s |t — s|?
< ( czrnng) n ( 637‘2n2b6>
crexp| —— cpexp| ——+ ).
= €1 exp it — | 1 6xXp it — s

From the above bound, we see that

2b3 2 2b6
P(M >r) <cimexp (— 027’? > + clmexp<—c3rag).

This completes the proof. ]

CLAM 3.  Fiz a compact set © C Q and a point to € ©. Let M = maxsco | Xt — X4, |
and suppose the assumptions in Corollary 3. Then there exists universal constants L1 and
Lo such that for all R > 0, we have

R
P(M > nb3> < Ly exp(—Lomin{Rn, R?}).

PROOF. Suppose we have a sequence of finite sets Ay, A1, As,... € © and constants
¢ <1< B and D satisfying the following properties.

(i) Ao = {to}.

(ii) Ak - Ak+1 for all &.

(iii) |Ag| < B* for all k, where |Ag| denotes the cardinality of Ay.
)

(iv) For each k > 1 and each t € Ay, there exists a ‘parent’ t, € Ay_; such that |t —¢t,| <
DcF. Note that t = t,if x € Ap_q.
(v) The sequence has a ‘limiting denseness property’ in the sense that for any nonnegative

continuous function f on ©, we have maxyce f(t) = limy_ o maxeca, f(1).

It is easy to see how the constants ¢, B, and D can be chosen, with D « diam(©), and the
sets { Ay }x>1 constructed by successive dyadic partitioning. For each k > 1, let

M, = Xt — X |
k ?61%:! ¢ — Xt
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Applying the ‘limiting denseness property’ we see that M < >~72; Mj. For each k > 1, let

T = ﬁfﬂ” Then 7, > 0 and > ;. rp = 1. Thus for any R > 0,
R R
P<M = ) = P(Mk > =7k for some k > 1>
nb? nb3

(13)

By the tail bound in Lemma 4, we have
Rr;. k coRrin k 63R2r,%
P<M/r€ > nb3) <cB exp(— Dok ) + B exp(— D262k>
< ¢1B*(exp(—cs Rkn) + exp(—ce R?k?)),

where ¢5 and cg are universal constants. Thus, if R > c7log B for some suitably large
constant ¢;7 (that need not depend on n), then from the above bound and (13) we can
conclude that

P(M > R) < cgexp(—coRn) + cgexp(—cioR?).

nb?
The condition R > c;7log B can be dropped by choosing cg large enough, because B, cg and
c19 do not vary with n. This completes the proof. O

Now we obtain the main results of this section: Theorems 4 and 5. These establish uniform
convergence results for the kernel smoothed squared increments.

THEOREM 4. Suppose R1-R3, K1-K2, O1 hold and f is a C? diffeomorphism. Then for
all compact sets © C €
sup| Bus(t) — g(t)] — 0, wpl
tcO

asn — 00, b — 0, and n~'b=3 = O(n=P) for some B > 0, where g(t) := (8 — 20‘“)|J]§h|0‘.

PROOF. Let © be a compact subset of  and let ¢ty € ©. Let b, — 0 as n — oo so that
n~ 1,3 < enP. Set M, = supyee|Xt — Xt,| where Xt := By, (t) — EByp, (t). Then

sup|Bn, (t) — g(t)| < sup|Bpy, (t) — EBnp, (t)| + sup|EBny, (t) — g(t)]
tco tc® tc®

< My, + |Bpyp, (t0) — EBpyp, (to)| + 0(1), by Claim 1



E. ANDERES AND S. CHATTERJEE/DEFORMED RANDOM FIELDS 18

Now by the bound in Claim 3 we have

> P(M, > n=h%) < > Lyexp(—Ls min{n' /2 nf}) < .
n=1

n=1

Therefore M,, — 0 with probability one. Finally, n='b,% = O(n~?) for some 3 > 0 is a
sufficient condition for | By, p, (to) — EBny, (to)| == 0 by Corollary 1. O

THEOREM 5. Suppose the assumptions of Theorem 4 hold along with the addition as-
sumption that K is a compactly supported kernel and f is a C? diffeomorphism. Then for
all compact sets © C )

sup|9yuBn p(t) — Oug(t)| — 0, w.p.l
tcO

asn — 00, b— 0, n 1 b~ = O(n=P) for some B > 0 such that 3 > 1 — 4. Note: v > 0 is
the number appearing in assumption R2 and g(t) := (8 — 2°‘+1)|J}h|0‘.

PROOF. Let © be a compact subset of 2 and let ¢y € ©. Let b, — 0 as n — oo so that
n~tb4 < cen B, Set M, = Supgce | Xt — X, | where Xy := 0yByp,, (t) — EuByp, (t). Then

Sup|a'u,Bn,bn (t) - 8ug<t)‘ < Sup‘au,Bn,bn (t) - Ea’u,Bn,bn (t)’
te® teO

+ sup| EOuBnp, (t) — 6ug(t)|
teo

< My, + |0uBnp, (b0) — EOwB b, (to)| + o(1)

where o(1) is established by similar methods to that of Claim 1 using the fact that K is a
C? compactly supported kernel.
Now Corollary 2 establishes that |0pByp, (t0) — EOnBnp, (to)] 22, 0. The proof that

M,, %25 0 is similar to Theorem 4 with the exception that now instead of the bound from
Claim 3 one can show

P<Mn > al ) < L exp(—Ly min{Rn, R*})

nbt

which is sufficient to prove the claim. ]

4. Consistent estimates of (u, 7). At this point it becomes advantageous to switch
to complex variable notation so that points in the plane (x,y) € R? correspond to points
in the complex plane = + 4y € C. Under this correspondence, C! diffeomorphisms f(z,y) =
(u(z,y),v(z,y)) of R? can be considered as C' diffeomorphisms of C by writing f(z +1iy) =
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u(x,y) + iv(z,y). For the remainder of the paper we use Ref and Imf to denote the real
and imaginary parts of the complex representation of the map f.

The main utility of switching to complex notation is that we can directly use the results
and techniques of conformal and quasiconformal theory to establish consistent estimates
of f. This section starts by defining the complex dilatation p and log-scale 7 of a C!
diffeomorphism. We then conclude by showing how the results of the previous section can
be used to construct consistent estimates of y and 7. In the next section we show how the
estimates of p and 7 can be used to establish consistent estimates of f.

For a function f € C1(U) define the complex derivatives

6f::;(g£—z’g£>, 8f:=;(g£+ig£>.

The complex dilatation and the log-scale are then defined as

(14) e
(15) 7 :=log|0f].

The complex dilatation, u, characterizes the infinitesimal ellipse with inclination arg(—gu/2)
and eccentricity i—m that gets mapped to an infinitesimal circle under the image of f.
In addition, g uniquely determines f up to post composition with conformal maps. The
log-scale 7 is then used to recover the conformal post composition so that, together, u
and 7 uniquely determine f up to a rotation and translation. For a short introduction to
quasiconformal theory see the appendices of [6] or [5]. For more a complete treatment see
[3], [30], [29], [28].

In the previous section we constructed a sequence of functions B,, p, (t) which converge
uniformly on compacts as n — oo to (8 — 20‘“)‘J]§h|a where h := (hy, ho) is a vector
of our choice. Using complex variable notation we can write ]J}h| = |hOf + hOf| where
h = hy +ihs. By factoring out df we get |hOf +hof|* = |0f|*|h + hu|*. Now by choosing
h =1,i,1+ 1 (for increments in the north-south, east-west, and diagonal directions) we can
construct three functions Wy ,, Wa,, and W3, which converge to |0f[|1 + ul, |0f||1 — ul,
and |0f||1 4+ ¢ + u(1 — 7)| respectively. In particular

1
()

A1) e )

where the convergence is uniform in ¢ on compacts subsets of {2 as n — oo . Notice that
Wi n, Way, and W3, are the factors of stretching the affine transformation J; applies
to the lines in the three different directions: horizontal, vertical and diagonal. Therefore,
the points, (W7, 10), (0, Wy, 1) and (W, > Wg_rlb) asymptotically lie on the ellipse that gets

Win(t) — » Wan(t) — ;o Wan(t) —
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mapped to a circle with unit radius under the affine transformation induced by the matrix
JJE. Since the general equation for an ellipse is ax? + bxy + cy? = 1 we have

ap = Wﬁn —a
Cn 1= W227n —c
— T2 2 2
bn = Wg,n - WLTL - WZ,n — b.

The area of the ellipse specified by ax? + bxy + cy? = 1 is 27/v/4ac — b2. Since J}? sends
the ellipse az? + bxy + cy?> = 1 to the unit circle, we have that = = det(J;) 2 which

; Vdac—b2’
gives
VAanen — 82 — 2det(J5) = 2(|0f* - [0f]?).

Now to solve for (j, 7), first notice that a, +c, — |0f|2(|1+pu|?+|1—p|?) = 2|0f|2+2|0f|2.
Therefore \/4a,c, — b2 + an + ¢, — 4|0f|?. Similarly

(16) ARe(p) = |1+ > — 1 — pf?
(17) ATm(p) = [1+i+ p(1=0)* = 14 p* = |1 = pf?
which gives

Gy, — Cp,
18 R
(18) e Rel

b

(19) — ()

n
Vaanc, — b2 + an + ¢y,
(20) log(y/4ancn, — b2 + an + ¢) — 27 + log 4.

Therefore under the conditions of Theorem 4 we can construct estimates i and 7 that
converge to u and T, respectively, where the convergence is uniform on compact subsets of
Q) with probability one as n — oo . Moreover, under the extra conditions of Theorem 5,
Of — Op uniformly on compact subsets of ) with probability one.

5. Estimating f. In this section we show how to construct an estimate f on a simply
connected domain U such that U C Q. Then we show that f converges to f uniformly on
compact subsets of U. The construction of f is on U instead of €2 because we need the
uniform convergence of ji, it and 7 to establish the convergence of f . It is open as to
whether one can construct f on the full observation region which converges uniformly on
compact subsets.

We start, in Subsection 5.1, with a discussion on how f can be recovered, uniquely up
to a rotation and translation, from the true p and 7. This will indicate how we recover f
from the estimated i and 7. Finally we show f — f uniformly on compact subsets of U in
Section 5.3.
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5.1. Recovering f from (u,7). First let U be a simply connected domain such that
U C Q. The C! diffeomorphism f now satisfies f = go f, on U where f, is the unique
normalized quasiconformal map with dilatation x which maps U to the unit disk, D (see
the appendix in [5]). Since f and f,, have the same complex dilatation, g = f o f L
a conformal map defined on D. It turns out this decomposition of f is useful in that the
complex dilatation p determines f, and 7 is used to recover the conformal map g.

To see how to recover g from 7 notice that df = d(g o f,) = (¢’ o f.)9f,. Therefore

(21) log || =log|0f| o f; ' —log|0fulo f, "

Since g is conformal on D, log ¢’ is holomorphic on D. Moreover log ¢’ = log |¢'| + i arg(g’).
Therefore, using (21), Relogg’ = 7o fu_l —log|0fu| o f;l, which can be recovered from
(u, 7). Since the real and imaginary parts of holomorphic maps are harmonic conjugates,
which are unique up to a constant, we can recover Imlog ¢’ + 6 where § € R is an unknown
factor. Now by exponentiating we can recover e?¢’. Then

elg(2) +c= / e g (w)dw
20
where the integral is taken over a line connecting zg to z. Therefore p and 7 are sufficient
to recover f = go f, on U up to a rotation and translation.

5.2. Constructing f from (f1,7). The technique for recovering f in Section 5.1 would
work if we knew that there existed a quasiconformal map f with complex dilatation i such
that 7 = log |0 f |. Unfortunately, there is no simple condition on 7 for the existence of such
an f. The main problem is that we don’t precisely measure log ||, which is required to be

harmonic. Instead we only have an estimate of log |¢'|. The estimate, which is motivated by
(21), is defined by

(22) loglg'| := %o ;" —log|dfal o f7 "
Since 1@| is not guaranteed to be harmonic it may not always be possible to find the
harmonic conjugate used to recover log ¢’. In what follows we notice that log ¢’ is in the
Bergman space of holomorphic functions with finite Ly integrals. We then ﬂse\the Bergman
projection to find a holomorphic function whose real part approximates log|g’|.

We define our estimate f of f in the region U as

(23) f=gofu

where fj is the unique normalized quasiconformal map sending U to D and the function g
is the holomorphic map, unique up to translations, defined on the unit disk D, satisfying

g = exp(Plog|¢'])
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where the operator P is defined by

2 h(z)
Ph ::—/7dd—Reh0
() = = [ T sdudy — Reh(0)
where z = x + iy. The integral transform in the above definition is the Bergman Projection
(see [17] for an introduction to Bergman spaces).

To motivate our choice of operator P, we first mention that the true conformal map g
satisfies

@mmmxw=9<m””“%“>w>

2
1 [ logg'(2) 1 / log ¢'(2) /
== 289 gy = [ ~BIE) grdy — log g (0
77/@(1—210)2 S = p (1 —zZw)? wdy —log|g'(0)]

= log g'(w) + log ¢'(0) — log |g'(0)]
= log g'(w) + i

where § = —Imlog ¢’(0). In the above computation we used the fact that for any conformal
map g defined on D, the holomorphic function log ¢’ is in the Bergman space A%(D) (this
is true by Theorem 9.4 of [38] along with the fact that the Bloch space is a subset of the
Bergman space). Therefore the projection P can be used to recover the harmonic conjugate

of log|¢'| up to an unknown constant 6. In what follows we show log|¢’| — log|¢’| and

Plog |¢'| — Plog |¢’| uniformly on compact subsets of D as n — oo.

5.3. f converges to f.  We show that under appropriate conditions f converges uniformly
on compact subsets of U, with probability 1. First we establish the following lemma.

Lo (U
LEMMA 5.  Suppose pin,pn € C2(U) are complex dilatations such that py, () u and

Loo(U . . . iy
Othn =) O on a bounded simply connected domain U. Suppose, in addition, one can
extend pin, i to functions pl, u* € C*(W) on a simply connected domain W containing U

such that py, Lo () woand Oy, Lo () ou. Then,
(24) 108 [0y, | 0 £} — 10g[0ful o fi!
(25) Plog |0 fu,| o f;nl — Plog |0f,] o f;l,

uniformly on compact subsets of D as n — oo.

PROOF. First decompose f,, and f, so that,

fun:hnofm fM:hOf,
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where fn and f are normalized quasiconformal maps on the whole plane with complex
dilatations obtained by extending pu, and p to the whole plane by smoothly truncating to
zero away from U. Here h,, and h are conformal maps sending fn(U ) and f (U) to the unit
disk D, respectively. Note: the truncation must be done in a way so that i, has uniformly

bounded compact support, fi, is as smooth as py,, fin Loo, i and Ofiy, Leo, Ofi (existence
guaranteed by the existence of the extensions p*, u on W). Now, the quasiconformal maps

fn converge uniformly to f on U since [i, Leo, £ with uniformly bounded support (see
Lemma 1 on page 55 of [3]).
Notice df,,, = (hy, o fn)0fn which gives

(26) (log 0f,,) © f;k =loghl, o h' +logd fno fol.

See the appendix in [5] for a discussion on how to define a continuous version of log df,,,
and log 8 f,,. To establish (24) and (25) we show that both terms in (26) converge uniformly
on compact subsets of D, as well as the result of applying the operator P to both terms.
For the first term, logh,, o k!, in (26), notice that h,! = fn 0 f;;} and h™! = fo fljl.
Since f, — f uniformly on U, f is Holder continuous on U and f;nl — fn ! uniformly
on compact subsets of D, o' — h~! uniformly on compact subsets of I (this follows by
Corollary 9, and Lemmas 10 and 13 of [5]). Since the functions &, := h,,! and & := h~! are
conformal maps of D, log &), and log¢’ are both holomorphic and log ¢/, — log &’ uniformly
on compact subsets. Noticing that log ¢/, = —logh/, o h,;! and log¢’ = —logh' o h™! gives

(27) logh!, o h;t — logh' o h™1

uniformly on compact subsets of D as n — oo. In addition, log&/, and log&’ are both in
the Bergman space A2(ID) (and are therefore unaffected by the Bergman projection), which
establishes that

(28) Ploghl, oh ' — Plogh’ o h™!

uniformly on compact subsets of D as n — oo.
For the second term, log df, o /;nl, in (26), notice that the results in the appendix of

[5] establish that logd f is Hélder continuous on U and log 8, L) log &f. Therefore,

log 8 f, o f;nl converges to log df o Tu ! uniformly on compact subsets. Moreover, since the

continuity of logdf on C implies it is bounded on U, logdf, o f/jnl also convergences in
Ly(D). Therefore

(29) log Ofn o f;, —logdf o 1,
(30) Plogdfn o f;k — Plogdf o f, !
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uniformly on compact subsets of D as n — oo. The last convergence is due to the fact
that the Bergman projection is a bounded operator on Lo(ID) and that convergence in
the Bergman space implies convergence on compacts. Finally, (27), (28), (29) and (30)
establishes the Lemma. O

THEOREM 6. Suppose R1-R3, O1, K1-K2, K is a compactly supported kernel, f is a
C3 diffeomorphism, n — oo, b — 0, and n~'b~* = O(nfﬁ) for some B > 0 such that
B >1—4v. Let U be a simply connected open subset of the observation region £ such that
U C Q. Then the estimated map f, defined on U by (23), converges to e f + ¢ uniformly
on compact subsets of U with probability one, where 6 is an unidentifiable rotation angle
and ¢ is an unidentifiable translation.

PROOF. The results of Theorem 4 and Theorem 5, along with the comments made in
Section 4, establish that 4 — u, dji — du and 7 — 7 uniformly on U with probability one
as n — oo. Therefore, f; — f, uniformly on compact subsets of U (by Corollary 9 of [5]).
Now it is sufficient to show that § converges uniformly on compact subsets of D to g (where
sufficiency is by Lemma 11 of [5]).

We first show

(31) log |¢'| — log g/l
(32) Plog|g'| — Plog|g|

uniformly on compact subsets of D as n — co. Remember, log |¢’| is defined by

(33) log|g'| := 7o f; ' —1log|dfal o f; .

Lemma 5 immediately establishes the required convergence for the second term, log [0 f;] o
f;l. The first term, 7 o f[:l, converges to 7o fu_l both uniformly on compacts of D and in

Ly (D). This follows by Lemma 13 of [5] since 7 L@ and that 7 is Holder continuous and
bounded on U (since f is assumed to be a C? diffeomorphism). Since the Bergman projection

is a bounded operator from Ly(D) to A2(D), we also have that P7 o f;l 2O po St
The convergence is also uniformly on compact subsets by Lemma 12 of [5]. This establishes
(31) and (32).

Now by the comments made in Section 5.2, Plog|¢'| = log ¢’ 4+ i6. Therefore, by (31) and
(32), exp (?1@]) converges uniformly on compacts to e?¢’. Since U is simply connected,
exp (Tl@D has an antiderivative ¢ such that §’ = exp (?I@D and § — €' g+c uniformly

on compact subsets of . Therefore f converges to ¢ f 4+ ¢ uniformly on compact subsets
of U.
O
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APPENDIX A: QUASICONFORMAL MAPS

For a short introduction to quasiconformal theory see [6]. For more a complete treatment
see [3], [30], [29], [28]. Here we will collect some the standard results from quasiconformal
theory. We also include a section where we use the non-homogeneous Beltrami equation
to establish the convergence of logdf,, . This is not necessarily new, and most likely a
somewhat trivial result in mathematics, however the authors could not find it actually
written down to reference. None the less, it is necessary for our results, therefore we include
it for completeness.

A.1. Quasiconformal maps and the Beltrami equation. For a function f €
CY(U) define
1 /of Of =, L1 /0f .8f)
8f_2<8:n Z@y)’ 8f_2<8:1;+18y '

If f € C1(U) is an orientation-preserving homeomorphism, then f has the following expan-
sion

f(z0+ 2) = f(20) + 0f (20)(2) + 0 (20)(Z) + o(|2]).

This is just equation (1) using complex variable notation. By factoring out df (which is
non-zero by the assumption that det Jy > 0) one gets

f(z0 + 2) = f(20) = 0f(20) (2 + 1(20)Z) + o(|2])

where p(20) = 9f(20)/0f(20). Now define the complex dilatation and the log-scale (respec-
tively) as

(34) pi=0f/of

(35) 7 :=log|Of].

Then by the above expansion, p characterizes the infinitesimal ellipse with inclination
arg(—pu/2) and eccentricity }f}ﬁ } that gets mapped to an infinitesimal circle under the im-

age of f. We will see that p uniquely determines f up to post composition with conformal
maps.

More generally, if f is locally integrable in a region U, df, df are said to be generalized
derivatives of f if they are locally integrable and satisfy

| 0n)pdwdy == [[ fopdzdy
|| @n)pdwdy =~ [[ fodzdy

for all ¢ € C3°(U). Any derivatives written in the following are assumed to be generalized
derivatives unless stated otherwise.
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In general, let Wf(U ) be the Sobolev space of all functions with &k generalized derivatives
with finite L, norm. For k¥ > 1 and 0 < a < 1 let C**(U) denote the Holder space of
functions with k£ continuous derivatives which are uniformly Hélder continuous of order «.
We will also need local versions of the Sobolev spaces and Hélder spaces. Let Wlﬂf 10c(U)

consists of the functions which are in W}(U’) for all U’ such that U’ C U. Similarly let
CF2(U) consists of the functions which are in C**(U") for all U’ such that U’ C U.

loc
The class of quasiconformal maps are defined as the class of orientation preserving home-

omorphisms f such that f € WQIJOC(U ) and
mgx|8af] < chin]('“)aﬂ

for some K > 1, where 0, is the directional derivative in the direction «. The above
inequality need to only hold a.e..

At first glance, the Lj;,. requirement on the generalized derivative seems to be a bit
confusing. Of course, we need the derivative to exist almost everywhere to define the complex
dilatation. So why does one need the extra requirement on the regularity for the definition
of the quasiconformal maps? The reason is that there exists badly behaved homeomorphism
with almost everywhere derivatives (see [30], page 167).

Notice that not much is lost going from continuous derivatives to weak derivatives since
we still have the following expansion

f(z) = f(20) + 0f(20)(z — 20) + D (20)(Z — Z0) + o(|z — 20])

for almost all z9 € U (see [30] page 128). However, we gain compactness of the class of
quasiconformal maps with ||ullec < k < 1.
The following is the mapping theorem and, as stated, can be found in [30].

THEOREM 7. Let U and V' be conformally equivalent simply connected domains and p
a measurable function on U with ||p|lcc < 1. Then there exists a quasiconformal mapping
f: U — V whose complex dilatation coincides with u almost everywhere. This mapping is
uniquely determined up to a conformal mapping of V' onto itself.

Notice also that for a given dilatation, there exist non-homeomorphic solutions to the
Beltrami equation. These are called quasiregular functions and are found by post com-
posing a quasiconformal map with a holomorphic function, rather than a conformal one
(i.e. holomorphic and homeomorphic). Still we have the nice state of affairs that all of the
homeomorphic solutions are conformal maps of one another.

In this paper, for a given complex dilatation p defined on a simply connected domain U,
we define a unique representative quasiconformal map f, with dilatation p by the following
appropriate normalization. If u is defined on C then set f, to be the unique map fixing
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f(0) =0, f(1) =1 and f(z) — oo as z — oo. If, however, u is defined on U which is
conformally equivalent to the unit disk we use a different normalization. Fix two points
2Y,2Y € U. For any pu: U — D such that ||ullec < k < 1, define f,: U — D to be the
unique quasiconformal map with dilatation p, normalized by f(z§) = 0, Ref(z}) > 0 and
Imf(zV) = 0.

Now we have the following theorem (after renormalizing and using Lemma 1 on page 55

of [3]).

THEOREM 8. Let p, and p be defined on C such that ||pnloo, |itl]loe < k& < 1 with
uniformly bounded supports. Then if p, — p a.e. then

f,un - fu

uniformly on compact subsets of C.

After a simple application of the Carathéodory Convergence Theorem (see Theorem 3.1
of [18] for example) one gets the following corollary.

COROLLARY 9. If up — i a.e. on a bounded simply connected region U then

fun - fu

uniformly on compact subsets of U .

The following two theorems are obtained from Theorems 2.4 and 2.5 (pages 87-89) of
[44].

THEOREM 10. Let u: U — D be a complex dilatation such that ||ullec < k < 1. If
p € C*(U) for some 0 < a <1 andm >1 then f, € C’mH’O‘(U).

loc

THEOREM 11. Let p: U — D be a complex dilatation such that |pllec < k < 1. If

1€ W, (U) for some p>2 and m > 1 then f, € Wﬁl'gcl(U).

A.2. The non-homogeneous Beltrami equation. The main purpose of this section
is to show that if p, p, € C? with uniformly bounded support such that ||u|so, ||tn e <

k <1 and Op,0py € Ly (here p > 2 satisfies kC}, < 1 where C), is defined in Lemma 3 of
[2]), then for any compact subset = C C

Lo (2
log |0f,, (2)] =5 1og [0f,(2)]

as n — 00, if || — pin]loo — 0 and [|Op — Opn||p — 0. In addition we show log|df,,| and
log |0f,| are Holder continuous of order 1 — 2/p.
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In this section we work on the whole plane and assume every dilatation p is subject to
the constraint ||4]|cc < k < 1 and p is such that p > 2 and kC), < 1.

We first introduce the Banach space B), of functions w defined on the whole plane, which
satisfy a global Holder condition of order 1 —2/p, vanish at the origin and have generalized
derivatives w,, wz that belong to L,(C). Define a norm on B, as follows

lw(z1) — w(z2)]
wilBp, = Sup
|| H b 21,22€C |Zl - z2|172/p

+ wzllp + l[wzllp-
The following theorem is proved in [2]

THEOREM 12. If o € L,(C) the equation
(36) wz = pw, + o

has a unique solution w*° € B,,. This is the only solution with w(0) =0 and w, € L,(C).
Moreover, if ||piloc, |12l < k < 1, and 01,02 € L,(C), (where p > 2 such that
kC, < 1), then

(37) Jwh ot —wh?2 | g < c(|lp1 — p2llclloallp + o1 — o2|lp)-

The constant ¢ depends only on k and p.

In what follows we will show that under suitable conditions, log (g}i‘j Eg;) = w9 How-

ever we must first add some conditions on u to ensure we can construct a differentiable
function h = log 0f,(2) such that e’ = 0f,(z).

To this end, we suppose u, i1, € C3(C) are complex dilatations with uniformly bounded
supports. Notice that p,,u € CZ(C) is a sufficient condition for u € C'llo’ca((C) N Wﬁloc((C)
and Op, Oppn, € Lp(C) . We will need the following lemma found in [3].

LEMMA 6. Ifp and q are continuous and have generalized derivatives that satisfy Op =
dq on a simply connected domain S, then there exists a function f € C1(Q) which satisfies

Of =p and Of = q.
Since |0f,| > 0 we can set

0? 00
pi= f“, q:= Ju
Ofu Ofu

Notice that since u € Cllo’g, p and ¢ are continuous on C (by Theorem 10) and since

JINS W12 10e(C), p and ¢ have generalized derivatives such that dp = dq (by Theorem 11).
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Therefore there exists a function h € C! such that Oh = p and Oh = ¢q. Now we notice that
such an h suffices as a definition for log df,, by checking that

0 (e"0fy) = (e7"0fu) =0

which implies, by adding a constant to A if necessary, e = 0 fu- Also notice Re(logdf,) =
log |0 ful-

COROLLARY 13.  Suppose i, p, € C? with uniformly bounded support such that || 1] oo, || tin|lco <
k <1 and Op,0p, € Ly (here p > 2 satisfies kC, < 1 where C,, is defined in Lemma 3 of
[2]), then for any compact subset = C C

Lo (2
log [0, (2)] “=5 1og|0f.(2)]

asn = 00, if [l — nlleo — O and |0 — Dpmlly — 0. Morcover, log|0 .| and log|0f,|
are Holder continuous of order 1 —2/p.

PROOF. Switching to a different normalization let f# =z + w** and fun = z + whnHn
so that f, = fulz )/fu( ) and f,, = Frn (2)/ fun (1). In what follows we show the result for
fu and f,,, then renormalize.

We first show log (Z?LE ;) = w9 (z). Since clearly log 8fu satisfies (36) it will be

sufficient to show that 5 ]{” € L,(C). The support of p is bounded and therefore f# is

conformal on the complement of a ball B,.(0) of radius r about the origin. Since 0 fu —1le€e
L,(C), 8f, has a removable singularity at oo and therefore df,(z) = 1+ O(|z|7!) and

~ 2 7
92 f,(2) = O(|2|72). Thus %]3‘ € L,(C).

Using the bound (37), log ( W) converges uniformly on compact subsets of C. Indeed,
%

this implies that for any zg € C

o afun(z) — 1o 8]5“(2)
(3) 1g<aﬁmww> 1g<aﬁuw>'

uniformly on compact subset = C C.

Now, the bound (37) implies Qw#n#» Lo, OJwt*. Since iy, and p have uniformly bounded
support, JwHmHr and Qw** are conformal on the complement of the ball B, (0) for some
sufficiently large r > 0. Therefore Qw#»#» — Jwt* uniformly on compact subsets of BE(0)
(this is a variation of Lemma 12). Since df, = 1 + dw™*, we then have logdf,, (z) —
log @f,,(z) uniformly on compact subsets of BE(0). Therefore there exists a zg € BE(0) such
that log df,, (20) — log 8f,(20). In combination with (38)

~ LOO E ~
log 0f, (%) —(>) log 0fu(2)
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for all compact subsets = C C. . .
To returning back to the original normalization notice that log|f,, (1)] — log|f.(1)| as
n — oo and therefore

10g |0 fy,, (2)] =108 10 fy, (2)| = l0g | fyu, (1]
Loo(E)

=) 10g 0f,(2)] — log | ()] = log |9 £, (2)]

for all compact subsets = C C. O

A.3. Lemmas. We now show some results that are mentioned in the main body of
the paper.

LEMMA 7. If f is a C' diffeomorphism then for every compact subset © and every fized
h#0
f(t+€h) — f(t)

(39) sup - J}h
2€0 €

=90.

PrOOF. This is proved using the mean value theorem (see [15]) which can be stated as
follows. If f is a mapping of a plane region which contains the line segment S connecting
xg to xg + h and f is differentiable on S then

Fo +h) — Flao)| <[kl sup [ 75|
0<¢<1

where ||L|| = sup|g<; [L(u)| for L € L(R? R?). If we apply this theorem to the mapping
x— f(x) — J}"O:c, we get

|f(@o +h) = f(wo) = Jf°h| < |h| - sup [Jpereh— gpo
0<e<1

Now if & +— J¥ is a continuous map sending R? to L(R?;R?), then it is uniformly continuous
on every compact subset and thus implies (39). Therefore to finish the proof of (39) we notice
that f € C*(R?) implies x JJ‘? is uniformly continuous on any compact set ©. O

LEMMA 8. Suppose f € C1(U), det Jf>k>0o0nUC R2, then there exists constants
a,b> 0 such that alh| < [JFh| < blh| for all b and all z € U.

PROOF. Switching to complex notation write h/|h| = €¥ so that |[JFh|/|h| = 0 fet +
Ofe"|. Therefore maxpzo |JFh|/|h| = [0f] + |0f| and minpo|JFh|/|R| = [0f] — |Of].
Since f € C'(U), there exits a b > 0 such that maxp_g |JFh|/|R|| < bon U. Since det JF =

0f|> — |0f> > k > 0, there exits an @ > 0 such that a < minpo |JFh|/|h| on U. This
completes the proof. O
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LEMMA 9. Suppose f is a C? diffeomorphism such that det Jy > 0. Also suppose
R: Rt — R is an autocovariance function such that R € C*RT \ {0}) and |[R™ ()| <
C1t*=% for all t > 0 sufficiently small, where o € (0,2). Then for any bounded open set
U C R? and fized vector h # 0 there exists a constant C such that

(40) D2 [R(|f(s) — F(B))]] < Cls — o
for all s,t € U such that s # t.

PRrOOF. First notice that since f € C? and f(s) = f(t) only when s = ¢, R(|f(s) — f(t)|)
is twice differentiable in s and ¢ when s # t. Define R4 (t) := R(V/t) and F(s,t) =
|£(8) — f(t)|? so that

(41) OPPIR(1£(8) — F(B)])] = 0P Reg(F(s, 1))
4

(42) =5 S RE(F(s,8)) (34 F (s,4)) 7 By,
e

where the functions By; are bounded for all s,£ € U such that s # ¢ and 0, denotes a
generic directional derivative on either the variable s or t (therefore (0 F )2 could denote
(8,&1’0)F)(8,(LO’1)F), for example). First notice that |0} F(s,t)|*=7 < e1|f(s) — f(t)|*~7 for
some constant ¢; > 0. Secondly notice that our assumptions on R guarantees the existence
of a constant cp such that |Rg§)(t)\ < t®/?7* for all t € (0,diam(T)) and k = 1,2,3,4.
Now

|RE(F(s, ) (05, F (5,£)" 7 Bry| < sl F(s, )| f(s) — f(2)|"
< calf(s) = f() =D
< cslf(s) = f(&)1*

where the last inequality follows since k 4 j < 4. Therefore there exists a ¢5 > 0 such that

(43) O R(\f(s) - F@B))) < eslf(s) — F()*

for all s,t € U such that s # t.
To finish the proof we show |f(s) — f(t)| > cg|s — t| for s,t € U and some ¢g > 0.
Since f is a C? diffeomorphism with det Jy > 0, the inverse f~! is differentiable and

Jt, = (J ]]: 71(t))71 for all t € R?. Therefore by the Mean Value Theorem

[f @) = f @) <la—bl sup [[(Tp)7Y
Cef=1(9)
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where S is the line segment from a to b. Now

sp (I = sup ———— = sup S
certis) 1T NS by [Sul cers) (071~ QD)

Since det J; = |0f|> — [0f]* > 0 on R?, the function (|0f(¢)] —[8f(¢)])~" is bounded on
compact subsets of R?. Therefore a constant c; can be chosen so that |f~1(a) — f~1(b)| <
c7la — bl for all a,b € f(U). Therefore

s —t] < cr|f(t) — f(s)]
for all s,t € U. O

LEMMA 10.  Suppose f, fn are continuous one-to-one maps sending a domain © onto D
such that f, converses to f uniformly on compact subsets of ©. Then f, ' converges to f=*
uniformly on compact subsets of D.

PROOF. Let F' be a closed subset of D and D be an open set such that F C D and
D C D. For notational purposes let F' := f~1(F) and D' := f~!(D). Notice that F” is a
closed set and D’ is open set such that F/ C D’ and D’ C ©. Since f,, converges uniformly
on compacts to f, f(F') C f,(D’) for sufficiently large n. Therefore f, 1(F) C f~1(D) for
sufficiently large n.

Now we show f, ! converges to f~! uniformly on F by contradiction. So suppose there
exists a sequence z, € F' and a b > 0 such that

(44) [fat(zn) = £ (za)| > 6> 0

for all n. Let ny be a subsequence such that f,{kl(znk) — w' and z,, — 7 as k — oo. Since
f is continuous

f(w,) = lim f(fn_kl(znk)) = khjgo Zny, + Enk(f;kl(znk))

k—o00

where £, converges to zero uniformly on compact subsets of © as n — oc. Since { f;,*(zn, )} C
f~1(D) C ©, f(w') = 2. Therefore w' = f~1(29) = limy_o0 f~!(2s, ). This contradicts (44)
and therefore f, ! converges to f~! uniformly on F. O

LEMMA 11.  Suppose § and g are holomorphic maps of D such that § — g uniformly on
compact subsets of D. Suppose [y, f,, are quasiconformal maps defined on 2 and mapping
surjectively onto D such that fz — f, uniformly on compact subsets of ). Then gofy — gofu
uniformly on compact subsets of €.
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PROOF. Let © be a compact subset of €.
suplgo fu =g ful <suplgo fu—go ful +-suplge fu—go ful

=supl|go fu—go ful + sup g —g|
e ©)

fu

Since f, is continuous f,(©) is a compact subset and therefore the second term sup £u(0) |g—
g| — 0. For the first term, notice that we can find a compact subset K of D such that
Ufa(©) C K (this is because supg | fi — fu| — 0). Therefore

sup |g o Ja—go fu| < SUP|§,’SUP |f;1 - fu|-
(€] K (C]

Since § converges uniformly on compacts and are holomorphic functions, ¢’ converges uni-
formly on compacts and therefore supy |§'| is bounded. O

2
LEMMA 12.  Let h,, h be holomorphic maps of D such that h, L@ h then h, — h

where the convergence is uniform on compact subsets of .

PROOF. Since hy, —h is holomorphic, mean value theorem says that for any disk D, (w) C
D centered at w € D with radius r

1

by (w) — h(w) = . ()

hn(z) — h(2)dzdy.

Therefore

< —/ w hn(2) — h(z)dzdy

1/2
1
< < / |7 (2) — h(z)|2dxdy> by Holder
mr \JDy(w)
1
< —=|hn = Pl 2 (m)-

Now, for any compact subset I' € DD, we can find a 0 < 79 < 1 so that D,,(w) C D for all

w € I'. Therefore sup,,cp |hn(w) — h(w)| < \/7%1”0 |hn — k|l £2(py which proves the lemma. [

LEMMA 13. Let U be a simply connected domain, gn,g: U — C and fn, f: D — U. If

Loo(U R , .
In =) g, g is Holder continuous on U, and f, — [ uniformly on compact subsets of D

then gy o fn, — go f uniformly on compact subsets of D. Moreover, if g is bounded, then the
convergence is Ly(D) for all ¢ > 1.
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PRrROOF. Let I' be a compact subset of D and let C be the Holder constant for g. Then
81;p|gn0fn—90f| Ss%plgnOfn—gOfnl+S%p|g<>fn—90f|
< llgn = glloo + C'sup | — f]
where [|gn — g|loc — 0 and suprp |f, — f| — 0 by assumption.

In addition, if g is bounded on U, then there exists B > 0 such that |g, o f,| < B on D
for all sufficiently large n. Therefore by the Dominated Convergence Theorem

gnOfnL“—(]DPQOf

for any ¢ > 1. O

LEMMA 14. Let hy, h be holomorphic maps of D and suppose hl, — h' uniformly on
compact subsets of D. Then h,, — h,(0) — h — h(0) uniformly on compact subsets of D.

PROOF. For any w € D, hy(w) — hn(0) = [o bl (2)dz and h(w) — k(0) = [ B/ (2)dz,
where the integration is taken over the line connecting w and 0. Let I' C ID be compact and
let D, be the disk about 0 with radius » < 1 such that I' C D,.. Then,

w

supl () — in(0) — h(uw) + h(O)] = sup| [ (bl (2) = W (2))dz
wel wel JO
< sup (|w| sup |h, (tw) —h'(tw)|>
weD, = t€[0,1]
<7 sup |k, (w) — K (w)| =3 0.
w€D7r
O
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